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Nonlinear two-fluid and gyrofluid simulations show that an ELM crash has two

phases: fast initial crash of ion temperature perturbation on the Alfvén time scale and

slow turbulence spreading. The turbulence transport phase is a slow encroachment

of electron temperature perturbation due to the ELM event into pedestal region.

Because of the inward turbulence spreading effect, the energy loss of an ELM de-

creases when density pedestal height increases. The Landau resonance yields the

different cross phase-shift of ions and electrons. A 3+1 gyro-Landau-fluid model is

implemented in BOUT++ framework. The gyrofluid simulations show that the ki-

netic effects have stabilizing effects on the ideal ballooning mode and the energy loss

increases with the pedestal height.
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I. INTRODUCTION

The physics understanding of edge localized modes (ELMs)1 in H-mode2 discharges is

critical to improving edge particles and energy confinement and the performance of future

tokamaks. The theory and the numerical implementation in codes such as ELITE3,4 show

that the type-I ELM is triggered by ideal peeling-ballooning (P-B) modes, which are driven

by the large pressure gradient and current profile in the pedestal region. The BOUT++

code5–13 has successfully simulated linear growth and nonlinear crash phase of ELMs in

circular and advanced divertor geometries. The P-B turbulence before an ELM crash has

been proven to be important for the trigger of ELMs14,15. But the turbulence transport

and relaxation process after the initial crash is rarely studied. We find that the inward

turbulence spreading after the initial crash has a large impact on the energy loss of an

ELM. In this paper, this issue is investigated by linear and nonlinear simulations based on

our BOUT++ six-field Landau-fluid model which includes important kinetic effects such

as Landau resonance on the top of the pedestal where plasmas are collisionless and kinetic

effects are important.

The impact of kinetic ballooning mode (KBM), also known as Alfvénic ion temperature

gradient mode (AITG), on the stability and transport is another important issue in edge

plasma. The KBM has the same threshold for instability in the limit of zero ion temperature

gradient (ηi = 0), and a somewhat lower threshold with finite ion temperature gradient

due to the ion drift resonance16,17. The EPED model18 successfully predicts the pedestal

height and width in the experiments on multiple tokamaks based on the peeling-ballooning

mode and KBM constraints. Several gyrokinetic analyses of pedestal instabilities19–22 in

real geometry show improved understanding on the edge fluctuations over the MHD model.

However, it is difficult to run global electromagnetic gyrokinetic codes across the separatrix,

which motivates the development of the global gyro-Landau-fluid model.

Gyrofluid or gyro-Landau fluid model is derived by taking velocity space moments of

the gyrokinetic equation in guiding center space. The moment hierarchy is closed with

closures, which is carefully chosen to model kinetic effects. Hammett and Perkins developed

a closed set of fluid moment equations which represents kinetic Landau damping effect using

the phase-mixing closures23. Dorland24 model and Beer25 model describe the electrostatic

plasma turbulence in slab and toroidal geometries. The magnetic fluctations and non-
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adiabatic passing electron dynamics are included in the Snyder and Hammett model26.

Sugama27 derived a gyrofluid model which describes collisionless time evolution of zonal

flows in Tokamak. Despain28 extended gyrofluid models to include nonlinear phase mixing

phenomenon. An isothermal gyro-Landau-fluid (GLF) model29,30 has been implemented

in the BOUT++ framework, which shows the impact of a large density gradient on ELMs.

The 3+1 gyro-Landau-fluid model based on Snyder and Hammett model26 is implemented in

BOUT++ framework, and has good agreement with the gyrokinetic results in electrostatic

ITG simulations. The linear and nonlinear simulation results of KBM show that the kinetic

effect has stabilizing effect on the ideal ballooning mode. The impact of pedestal height

on the turbulence and energy loss of an ELM crash is investigated. The inward turbulent

spreading is also observed in the 3+1 GLF simulations.

This paper is organized as follows: In Sec. II, we will show the 6-field Landau fluid model

used in the simulation. In Sec. III, the inward turbulence spreading will be discussed. In

Sec. IV, we will introduce the 3+1 gyro-Landau-fluid model implemented in the BOUT++

framework. In Sec. V, we will show the ITG and KBM simulation results. In Sec. VI, we

will present summaries and discuss the future work.

II. 6-FIELD LANDAU-FLUID MODEL

Our 6-field Landau fluid model is extended from the 6-field model5 and consists of 6

evolving equations. In the Landau fluid model, we replace the flux-limited Spitzer-Harm

parallel heat flux with the Landau damping closures23, which catch the parallel wave-particle

resonance in the weakly collisional regime. The equations of 6-field Landau-fluid model

written in drift order are

∂

∂t
$ =− 1

B0

b×∇⊥Φ · ∇$ +B2
0∇‖

(
J‖
B0

)
+ 2b× κ · ∇P1 −

1

2Ωi

[
1

B0

b×∇Pi · ∇
(
∇2
⊥Φ
)

−ZieB0b×∇ni · ∇
(
∇⊥Φ

B0

)2
]

+
1

2Ωi

[
1

B0

b×∇Φ · ∇
(
∇2
⊥Pi
)
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−∇2
⊥

(
1

B0

b×∇Φ · ∇Pi
)]

+ µ‖i∇2
‖0$, (1)

∂

∂t
ni =− 1

B0

b×∇⊥Φ · ∇ni −
2ni
B0

b× κ · ∇Φ

− 2

ZieB0

b× κ · ∇Pi − niB0∇‖
(
V‖i
B0

)
, (2)

∂

∂t
V‖i =− 1

B0

b×∇⊥Φ · ∇V‖i −
1

mini0
b · ∇P, (3)

∂

∂t
A‖ =−∇‖Φ +

1

ene0
∇‖Pe +

η

µ0

∇2
⊥A‖ −

ηH
µ0

∇4
⊥A‖, (4)

∂

∂t
Ti =− 1

B0

b×∇⊥Φ · ∇Ti

− 2

3
Ti

[(
2

B0

b× κ
)
·
(
∇Φ +

1

Zieni0
∇Pi

+
5

2

kB
Zie
∇Ti

)
+ B0∇‖

(
V‖i
B0

)]
+

2

3ni0kB
∇‖0q‖i +

2me

mi

Zi
τe

(Te − Ti) , (5)

∂

∂t
Te =− 1

B0

b×∇⊥Φ · ∇Te

− 2

3
Te

[(
2

B0

b× κ
)
·
(
∇Φ− 1

ene0
∇Pe

−5

2

kB
e
∇Te

)
+ B0∇‖

(
V‖e
B0

)]
+

2

3ni0kB
∇‖0q‖e

− 2me

mi

Zi
τe

(Te − Ti) +
2

3ne0kB
ηJ2
‖ . (6)

The variables in these equations are defined as

$ =ni0
mi

B0

(
∇2
⊥φ+

1

ni0
∇⊥φ · ∇⊥ni0 +

1

ni0Zie
∇2
⊥pi1

)
, (7)

J‖ =J‖0 −
1

µ0

∇2
⊥A‖, (8)

V‖e =V‖i +
1

µ0Zieni
∇2
⊥A‖. (9)

Here Ωi = ZieB/mi is the ion gyro frequency, ∇‖F = B∂‖(F/B), κ = b0 · ∇b0, ∇‖ =

∇‖0 − b0 × ∇(A‖/B) · ∇ and ∇‖0 = b0 · ∇. The definition of pressure in this model is

Pj = Pj0 + Pj1 = kBnjTj, Pj1 = kB(nj0Tj1 + nj1Tj0 + nj1Tj1) for j species. The terms in

two square brackets in Eq. (1) represent the gyro-viscous terms brought in by the finite ion

Larmor radius effects. These terms are necessary for two-fluid models to keep the whole
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finite Larmor radius stabilizing effects when ion density gradient is steep and temperature

is high. The term (1/ene0)∇‖Pe in Eq. (4) is the electron drift wave term. η is the parallel

Spitzer resistivity, ηSP = 0.51×1.03×10−4Zi ln ΛT−3/2Ω·m and ηH = 1×10−13µ0R
3
0VA is the

hyper-resistivity, which remains the same for all inward turbulence spreading simulations.

The parallel heat flux in ion (5) and electron (6) temperature equations is closed by the

Landau damping closures23:

q‖j = −n0

√
8

π
vT‖j

ik‖
|k‖|

T‖j, j = i, e, (10)

Here the parallel wave-particle resonances associated with perturbed magnetic field and

the collisions are neglected. Because of the large spatial inhomogeneities in the edge, a new

non-Fourier method is used for the calculation of the Landau-fluid operators29,31.

The six-field equations are solved using a field-aligned (flux) coordinate system (x, y, z)

with the shifted radial derivatives32. In this coordinate system x is the radial direction and

is defined as x = (ψ−ψaxis)/(ψseparatrix−ψaxis), which is the normalized poloidal flux and ψ

is the poloidal magnetic flux; y is the parallel direction of the magnetic field with a twisted-

shift boundary condition and z is the bi-normal direction with periodic boundary condition.

The difference methods used in x and y directions are 4th-order central differencing and

3rd-order WENO33 advection scheme for advection terms. The Fourier decomposition is

used in z direction when the vorticity is inverted to get potential. The Arakawa scheme34

is used for the magnetic flutter term b̃ · ∇f = −[A‖, f ]. The system is advanced via a fully

implicit scheme PVODE35. The resolutions in the x and y directions are 516× 64 in all the

linear and nonlinear simulations. For linear simulations, the grid number in the z direction

is nz = 17 and 1/Nζ torus is simulated for efficiency. Here Nζ is the toroidal mode number

simulated in the linear run. For nonlinear simulations, nz = 65 in one-fifth torus Nζ = 5.

III. NONLINEAR DENSITY PEDESTAL HEIGHT SCAN AND INWARD

TURBULENCE SPREADING

In order to study the nonlinear evolution of the system, we keep the linear characteristics

of the system about the same in the density pedestal scan. The pressure profile, the density

pedestal width, the density and temperature at the peak gradient position are fixed because

the linear growth rate of P-B mode is mainly determined by the local value and gradient.
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FIG. 1. Equilibrium profiles of pressure and safety factor. Black line for pressure P0 and red line

for safety factor q.

In the scan, we use a shifted circular cross-section toroidal equilibrium with an aspect ratio

of 2.9 generated by the TOQ code36. The parameters of this equilibrium are minor radius

a = 1.17m, major radius R0 = 3.44m, magnetic field on axis B0 = 1.99T and q95 = 2.57.

The equilibrium pressure and safety factor is shown in Fig. 1. In the scan, the equilibrium

pressure profile P0 is separated into ion density ni0, ion and electron temperature Ti0 and

Te0. From the quasi-neutrality condition, Zini0 = ne0, where Zi is ion charge and ne0 is the

equilibrium electron density. In all our simulations, we assume Ti0 = Te0 and we choose the

analytical profiles of ni0 as

ni0(x) =

[
A× tanh

(
x− xped

∆n/2

)
+B

]
× nped. (11)

We define nheight = A + B and noffset = B − A. Here nped is the ion number density on the

top of the pedestal region, noffset is the ratio to control the bottom amplitude of ni0 outside

the separatrix, and nheight is the coefficient to specify the pedestal height of ni0. In all our

cases, we have nped = 1020m−3, xped = 0.633 and ∆n = 0.2. The coefficients A and B used

in our scan for Eq. (11) are listed in table I. Because the pressure profile is unchanged, the

temperature pedestal height and width decrease when the density pedestal height increases.

First, we study the effect of Landau resonance in the inward turbulence spreading. For

simplicity, the 6-field model is reduced to a 3-field like model, and we only keep the E × B

advection terms in the ion and electron temperature equations and set V‖i = 0 to remove the

compression effects. When we reduce the 6-field model to the 3-field like model, the ion and

electron equations are still separate and the Landau closures are kept as in Eq. (10). Fig.

2 shows the time evolution of the turbulence intensity without Landau resonance effects. It
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TABLE I. Coefficients of three density profiles.

nheight nave A B

Case 1 0.600 0.200 0.200 0.400

Case 2 0.520 0.280 0.120 0.400

Case 3 0.454 0.345 0.054 0.400

FIG. 2. The time evolution of the turbulence intensity: the root-mean-squared pressure perturba-

tions for the case without Landau closures.

shows that the initial crash happens around t = 60τA. The turbulence spreading is observed

around t = 170τA after the initial crash and soon reaches the boundary, and yields a large

energy loss. That means the nonlinear E × B advection causes the turbulence spreading

effect. Fig. 3 shows the effect of Landau resonance in the reduced model. The energy loss

ratio is defined as

∆th
ped =

∆WPED

WPED

=

〈∫ Rout

Rin

∮
dRdθ(P0 − 〈P 〉ξ)

〉
t∫ Rout

Rin

∮
dRdθP0

. (12)

The ion and electron perturbations are the same for the case without Landau resonance

effects. The Landau resonance effects suppress the turbulence spreading and reduce the

total energy loss. The Landau resonance effects also produce the different responses to ions

and electrons. The energy loss from electrons is larger than the energy loss from ions due

to the Landau resonance effects.

When pressure profile is fixed, the linear growth rates are about the same for these

cases because the density and temperature value is fixed at the peak gradient position
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FIG. 3. Time evolution of ELM size for reduced model. The blue line for the case without Landau

closures, the green and red line for the case with Landau closures. The green line for electrons and

the red line for ions.

at ψ = 0.85. Although the linear growth rates are about the same for these cases, our

nonlinear simulations show that the density and temperature profiles have a large impact on

the nonlinear evolution of the turbulence. Fig. 4 shows the nonlinear evolution of electron

temperature perturbations on the outer mid-plane. (a)-(c) for nheight = 0.60; (d)-(f) for

nheight = 0.52; (g)-(i) for nheight = 0.45. The filamentary structure is observed at the time

of initial crash (t = 100τA). The mode number and width of the filamentary structures for

different cases are about the same from the similar linear drives. After that, the inverse

cascade of the turbulence transfers energy to lower mode number. For low density cases,

the inverse cascade effect is stronger and introduces the inward turbulence spreading, and

the perturbations spread inward to the top of the pedestal, shown in Fig. 4 (f) and (i). The

energy loss from the inward turbulence spreading eventually dominates the total energy loss

of an ELM.

Fig. 5 compares the energy loss vs. the pedestal density height from different channels.

The conductive energy loss is dominant in these cases while the convective energy loss

remains small. When the pedestal density height increases, the conductive energy loss

from the electron temperature perturbations decreases because of the inward turbulence

spreading, which is consistent with the DIII-D experimental results37. The conductive energy

loss from the ion temperature perturbations also decreases. But the impact of pedestal

density height on the ion temperature perturbations is small, because the linear drives are

the same and there is no spreading effects for ions. The convective energy loss from density
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FIG. 4. Electron temperature perturbation on the outer mid-plane for different cases at different

time. (a)-(c) for nheight = 0.60; (d)-(f) for nheight = 0.52; (g)-(i) for nheight = 0.45. The toroidal

segment is 5.

perturbations is large when the density pedestal height and gradient is large.

Fig. 6 shows the cross-phase shift between perturbations and the E × B velocity. The

cross-phase shift is defined as

αj(ψ, θ, n, t) = arg

[
v̂E,n(ψ, θ, t)

T̂j,n(ψ, θ, t)

]
, αj ∈ (−π, π], (13)

where j = i, e for different species, and v̂E,n and T̂j,n are the nth toroidal Fourier component

of vE and Tj. The phase-shift is a predominant effect induced by the electron Landau closure

in Eq. (14).

T̃e =
ω∗Te

ω + ∆ω + iχ‖ek2
‖
φ̃, (14)
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FIG. 5. Comparison of the energy loss vs. pedestal density height from different channels. The

red line for electron temperature; the blue line for ion temperature and the green line for density.
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FIG. 6. Comparison of the time-averaged cross-phase shift vs. pedestal density height from different

channels during the spreading phase. The red line for electron temperature; the blue line for ion

temperature and the green line for density.

T̃i '
ω∗Ti

ω + ∆ω
φ̃. (15)

Here ∆ω labels the frequency and phase shift from the nonlinear effect and iχ‖ek
2
‖ is the

effect of electron Landau resonance. In Eq. (15), the ion Landau resonance effect is neglected

because the following inequalities are satisfied for pedestal plasmas, χ‖ik
2
‖ � ω ∼ χ‖ek

2
‖,

where χ‖i and χ‖e are the equivalent parallel conductivities in the Landau closures Eq. (10).

From Eq. (10), we find that χ‖e ∝ vT‖e ∝
√
Te. When the pedestal density height decreases
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FIG. 7. Time evolution of the energy loss of electron perturbations for different parallel closures.

Blue line for Landau damping closures; red line for flux limited expressions.

and the pedestal temperature height increases, the electron Landau resonance effect becomes

stronger, which induces a smaller cross-phase shift of electrons and larger difference between

electrons and ions, shown in Fig. 6. The ion Landau resonance effect is small and neglected

in Eq. (15). So the cross-phase shift of ions remains the same during the scan. The same is

true for density. The cross-phase shift induces a radial transport38, which is

〈vETj〉 =
∑
n

|vE−n||Tjn| cosαjn (16)

and eventually yields a large turbulence spreading and energy loss from the electron temper-

ature perturbations, while the density and ion temperature perturbations have no spreading

at all.

In Braginskii’s two-fluid model, the classical thermal conductivities are defined as,

q‖i =κSH
‖i ∇‖Ti, (17)

q‖e =κSH
‖e ∇‖Te, (18)

where κSH
‖i = 3.9niv

2
th,i/νi and κSH

‖e = 3.2nev
2
th,e/νe are the classical parallel thermal conduc-

tivities, where vth,j is the thermal velocity for j particle and νj is the collision rate. In the

hot pedestal region, the collisionality is low and the classic κ‖j is not valid for weakly colli-

sional plasmas. In previous two fluid simulations5, the kinetic effect is taken into accounts

by using the free-streaming expression κFS
j = αjnjvth,jqR0, where q is the local safety factor.
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The effective thermal conductivities (flux limited expression) are written as

κeff,j =
κSH
‖j κ

FS
j

κSH
‖j + κFS

j

. (19)

With this expression, κeff,j is limited by κFS
j on the core region where mean free path is

high, and is determined by κSH
‖j at the bottom of the pedestal region where the plasmas

are collisional. Under the long wave-length assumption, we can assume that |k‖| ≈ 1/qR0,

ik‖ = ∇‖0. The only difference between Eq. (10) and (19) is the coefficient αj. So the flux

limited expression in Eq. (19) is a good approximation of Landau damping closures, but it

includes collision effect in the cold region. Fig. 7 shows the comparison of Landau damping

closures and flux limited expressions. From the plot, we can see that the linear drives are

the same for different closures. The inward spreading effect is observed in the simulation

with flux limited expressions, too. The spreading speed is faster than the case with Landau

damping closures while the saturated energy loss is similar. The closures do not change the

radial correlation of the turbulence, which causes the spreading.

IV. GLOBAL 3+1 GYRO-LANDAU-FLUID MODEL

Our global 3+1 gyro-Landau-fluid (GLF) model is utilized from the Snyder-Hammett

gyrofluid model26 by (1) adding the full electron temperature (Te) responses; (2) adding

the cross term
eρ2i
T0
∇n0 · ∇(Γ0 − Γ1)φ in the Poisson equation which is important when the

density gradient is large39; (3) adding the hyper-resistivity ηi in the Ohm’s Law6; (4) using

the vorticity formulations $̃G = eB(ñe − ñi). The 3+1 means it includes three parallel

moment equations and one perpendicular moment equation of each species.

The GLF model consists of 7 evolving equations:

∂ñi
∂t

=− 1

B0

b0 ×∇Φ · ∇ni −
1

eB0

b0 × κ · ∇(p‖i + p⊥i)

− ni
B0

b0 × κ · ∇
(

2 +
1

2
∇̂2
⊥

)
Φ− n0B0∇̃‖

ũ‖i
B0

− n0

2T0B0

b0 ×∇
(
∇̂2
⊥Φ
)
· ∇T⊥i, (20)

∂ũ‖i
∂t

=− 1

B0

b0 ×∇Φ · ∇ũ‖i −
B0

n0mi

∇̃‖
p̃‖
B
− 4

eB0

b0 × κ · ∇Ti0ũ‖i

−
(
p̃⊥i
n0mi

+
e

2mi

∇̂2
⊥Φ

)
∇‖ logB0 −

1

pi0
iωd(q̃‖i + q̃⊥i), (21)

∂p̃‖i
∂t

=− 1

B0

b0 ×∇Φ · ∇p‖i −
n0

2B0

b0 ×∇
(
∇̂2
⊥Φ
)
· ∇T⊥i
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−
p‖i
B0

b0 × κ · ∇
(

4 +
1

2
∇̂2
⊥

)
Φ− 3B0∇̃‖

pi0ũ‖i
B0

− iωd(r̃‖,‖ + r̃‖,⊥)−B0∇‖0
q̃‖i
B0

, (22)

∂p̃⊥i
∂t

=− 1

B0

b0 ×∇Φ2 · ∇p⊥i −
n0

B0

b0 ×
(

ˆ̂∇2
⊥Φ
)
· ∇T⊥i

− p⊥i
B0

b0 × κ · ∇
(

3 +
3

2
∇̂2
⊥ +

ˆ̂∇2
⊥

)
Φ−B2

0∇̃‖
p⊥iũ‖i
B2

0

− iωd(r̃‖,⊥ + r̃⊥,⊥)−B2
0∇‖0

q̃⊥i
B2

0

,

(23)

∂$̃G

∂t
=− 1

B0

b0 ×∇φ · ∇$G +B2
0∇̃‖

J̃‖
B0

+ b0 × κ · ∇(p̃‖i + p̃⊥i + p̃‖e + p̃⊥e)

+ eB0b0 ×∇φf · ∇ni +
eB0n0

Ti0
b0 ×∇

(
∇̂2
⊥Φ
)
· ∇T⊥i

+ eB2(δb̄− δb) · ∇
n0u‖i
B0

+ en0b0 × κ · ∇
(

2φf + ∇̂2
⊥Φ
)
, (24)

∂A‖
∂t

=− ∇̃‖φ+
B0

n0e
∇̃‖

p̃‖e
B0

+
η

µ0

∇2
⊥A‖ −

ηH
µ0

∇4
⊥A‖, (25)

∂T̃e
∂t

=− 1

B0

b×∇⊥φ · ∇T̃e −
2

3
Te

[(
2

B0

b× κ
)
·
(
∇φ− 1

ene0
∇P̃e

− 5

2e
∇T̃e

)
+ B0∇‖

(
ũ‖e
B0

)]
+

2

3ni0
∇‖0q‖e (26)

where

$̃G = eB

[
n̄i − ñi − n0 (1− Γ0)

eφ

T0

+
eρ2

i

T0

∇n0 · ∇(Γ0 − Γ1)φ

]
, (27)

J̃‖ = − 1

µ0

∇2
⊥A‖ = en0(ū‖i − ũ‖e). (28)

The gyro-averaged potentials are defined as Φ = Γ
1/2
0 φ, φf = Φ−φ, and Ā‖ = Γ

1/2
0 A‖. Here,

∇̃‖ = ∇‖0 − b0 ×∇A‖ · ∇/B, and the modified Laplacian operators ∇̂2
⊥ and

ˆ̂∇2
⊥ are defined

as

∇̂2
⊥Φ =2b

∂Γ
1/2
0

∂b
φ, (29)

ˆ̂∇2
⊥Φ =b

∂2

∂b2
(bΓ

1/2
0 )φ, (30)

where, b = −ρ2
i∇2
⊥.

The temperatures are defined as Tj = Tj0 + T̃j, T̃j = (p̃j − ñjTj0)/(n0 + ñj) for j species.

n̄i and ū‖i are the gyro-phase independent part of the real space ion density and parallel

velocity. They are defined as

n̄i = Γ
1/2
0 ñi +

n0

T0

b
∂

∂b
Γ

1/2
0 T̃⊥i, (31)
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ū‖i = Γ
1/2
0 u‖i. (32)

The modified Bessel functions are implemented in BOUT++ framework by using Padé

approximation, which are Γ
1/2
0 (b) = 1/(1 + b/2),Γ0 − Γ1 = 1.

These equations are closed by Landau damping closures

q̃‖i = −n0

√
8

π
vTth,i

ik‖T̃‖i∣∣k‖∣∣ , (33)

q̃⊥i = −n0

√
2

π
vTth,i

ik‖∣∣k‖∣∣
(
T̃⊥i +

e

2
∇̂2
⊥Φ
)
, (34)

q̃‖e = −n0

√
8

π
vTth,e

ik‖T̃‖e∣∣k‖∣∣ . (35)

and toroidal closures40

iωd
(
r̃‖,‖ + r̃‖,⊥

)
= iωd

(
7p̃‖ + p̃⊥ − 4T0ñ− 2i

|ωd|
ωd

(
ν1T̃‖ + ν2T̃⊥

))
, (36)

iωd
(
r̃‖,⊥ + r̃⊥,⊥

)
= iωd

(
p̃‖ + 5p̃⊥ − 3T0ñ− 2i

|ωd|
ωd

(
ν3T̃‖ + ν4T̃⊥

))
, (37)

iωd
(
q̃‖i + q̃⊥i

)
= 2n0T0ν5|ωd|ũ‖i, (38)

where

ν = νr + iνi
|ωd|
ωd
⇒



ν1 = (1.232, 0.437)

ν2 = (−0.912, 0.362)

ν3 = (−1.164, 0.294)

ν4 = (0.478,−1.926)

ν5 = (0.515,−0.958)

(39)

This set of equations describes the nonlinear evolution of kinetic ballooning modes (KBM)

with the full FLR effects up to k⊥ρi ≈ 1.

V. GYRO-LANDAU FLUID SIMULATION RESULTS

A. Electrostatic ITG simulations

To verify our 3+1 GLF model, we perform the ITG simulations in the electrostatic regime

where βe = 0. We use adiabatic electron response in Eq. (40) instead of evolving the set of
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FIG. 8. Comparison of the linear growth rate of ITG between different models. Red for 3+1 GLF

model, green for 3+0 gyrofluid model and black for gyrokinetic model (FULL).

electron equations in Eq. (24) - (26).

n0

Te0
φ̃+

n0

Ti0
(1− Γ0)φ̃ = n̄i (40)

The equilibrium profile we used in the simulation is based on the “Cyclone base case parame-

ter set”41. The parameters are ηi = 3.114, safety factor q = 1.4 at the peak gradient position,

R/LT = 6.92 where LT are the temperature gradient scale length, and ε ≡ r/R = 0.18. The

linear growth rate of ITG is shown in Fig. 8. ITG has the largest growth rate at kθρi = 0.3.

It shows that the our 3+1 GLF model has good agreement with other gyrokinetic (FULL42)

and gyrofluid (3+0 GLF) codes.

B. Global beta scan

In this subsection, we simulate a series of different profiles of pressure. Fig. 9 shows the

pressure, density, and temperature profiles used in this scan. Here, we assume ni0 = ne0

and Ti0 = Te0. In the scan, the equilibrium temperature is fixed and the pressure and

density increase proportionally to β. Eight self-consistent shifted-circular geometry grid

files are generated for different pressure profiles. The parameters of these equilibria are

magnetic field on axis B0 = 1.99T, minor radius a = 1.17m, major radius R0 = 3.44m,

and ηi = 0.685. These cases are weakly-collisional because the pedestal collisionality ν∗e =

qRε−3/2(λe,e)
−1 < 0.1. The normalized Lundquist number for resistivity in Eq. (25) is

η−1 = 108 and the normalized hyper-resistivity used in the simulation is ηH = 10−14, which
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FIG. 9. Equilibrium profiles used in the beta scan. (a) for pressure; (b) for density and (c) for

temperature.

FIG. 10. (a) Linear growth rate spectrum of KBM for different β; (b) Comparison of linear growth

rate vs. β. Green line for the ideal ballooning mode, red solid line for KBM and red dash line for

the KBM case without drift Alfvén wave effect.

remains the same for all cases. The grid number in z direction is nz = 17 for linear run and

nz = 65 for nonlinear run.

Fig. 10(a) shows the linear growth rate spectrum of KBM in the β scan. The KBM

is unstable from the case with β = 1.13%. The growth rate of KBM increases and the

unstable region is wider when β increases. Fig. 10(b) compares the linear growth rate of the

most unstable mode (n = 30) between ideal ballooning mode (IBM) and KBM. KBM has a

smaller growth rate than that of IBM from the FLR stabilizing effects. The ion diamagnetic

frequency ω∗ = i 1
Bn0e

b × ∇Pi0 · ∇ ∝ ∇(n0Ti0)/n0 represents the dominant effect of FLR

stabilizing effects. Here, the equilibrium temperature is fixed when we increase the density
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FIG. 11. Relative energy loss during the initial crash phase vs. β for different channels. Blue line

for ion density; green line for ion temperature and red line for electron temperature.

and the ω∗ is the same in the β scan. So the shape of the growth rate spectrum γ(n) and the

toroidal mode number n corresponding to the maximum growth rates are almost the same

during the β scan, which is different from the density scan for a fixed pressure where both

density and temperature changes [13]. Because the ηi = 0.685 which is too small to drive

the KBM instability below the ideal ballooning unstable threshold, the unstable thresholds

of IBM and KBM are similar. The red dashed line shows the effect of drift Alfvén wave

(DAW). The small linear growth rate of KBM without DAW indicates that DAW has large

destabilizing effects on the ballooning modes, because DAW reduces the shear Alfvén wave

stabilizing effect. When we turn off the curvature drive term in Eq. (24), all the modes are

stable. That means the mode is still KBM because it is driven by curvature.

Fig. 11 compares the relative energy loss from different channels during the initial crash

phase in the simulations. It shows that the energy loss increases when beta increases from

larger linear drive. Because ηi is relatively small in these cases, the convective energy

loss from density perturbations dominates the conductive energy loss from the temperature

perturbations. Remarkably, ηi determines whether conductive or convective energy loss are

dominant in an ELM crash. The simulation results of our 6-field Landau fluid model for

these equilibria also shows that the convective energy loss from density perturbations is

dominant. On the other hand, when we perform a similar simulation for 3+1 GLF model

with the equilibrium profile discussed in Sec. III in which ηi > 1, the conductive energy

loss from the temperature perturbations is larger than the convective energy loss from the
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FIG. 12. Flux surface averaged total pressure profile at the outer-mid-plane of different β. The

solid curves for the pressure profiles after the initial crash and the dash curves for the equilibrium

pressure profiles.

density perturbations. The electron temperature perturbations are damped by the strong

electron Landau resonance effect, which is larger than ions by a factor of
√
mi/me. So the

energy loss from ion temperature perturbations is larger than the energy loss from electron

temperature perturbations during the initial crash phase.

Fig. 12 shows the total pressure profile after the initial crash. From the solid line in

Fig. 12, we can see that the pressure profiles after the initial crash shown as solid curve

have a smaller gradient than the equilibrium profiles shown as dash curve. The flattening

of the profile during the initial crash has a timescale around tens of Alfvén times, which

are much faster than the following turbulent transport process. When beta increases, the

perturbations penetrate deeper into the top of pedestal, which means the affected volume

of the ELM crash increases and yields larger energy loss.

The toroidal power spectrum of potential is shown in Fig. 13. We can see that in the

KBM strongly unstable cases (β = 1.35, 1.58, 1.80), the turbulence inverse cascade effect

transfers energy to low n mode, leading to a large ELM crash. In the marginal unstable case

(β = 1.13) shown in Fig. 13 as green curve, the intermediate mode number (n = 25− 30) is

large, which indicates that the turbulence inverse cascade is weak. The intermediate mode

number generates the inward turbulent transport and spreading. As the pedestal pressure

decreases, the dominant modes of the KBM turbulence shift to higher mode number, leading

to small initial crash and large radial transport fluxes driven by the KBM turbulence.
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200τA).

VI. SUMMARY AND DISCUSSIONS

In this paper, we developed 6-field Landau fluid model and 3+1 gyro-Landau-fluid model

in the BOUT++ framework. In the simulation of a reduced 6-field model, the ion and

electron perturbations have the same strong inward turbulence spreading effect, which soon

reaches the inner boundary of the simulations. That means the spreading is caused by the

E × B convection. The Landau resonance prevents the encroachment of the turbulence

spreading into the pedestal and core plasmas, leading to a smaller energy loss. The Landau

resonance also provides different behavior of ions and electrons, and the suppression of the

electron temperature perturbations are weaker. Even when the linear characteristics of

the system are fixed, the pedestal density and temperature height can change the inward

turbulence spreading effect that has a large impact on the nonlinear transport and total

energy loss of ELMs. The energy loss of an ELM decreases when density pedestal height

increases, due to the inward turbulence spreading effects. The parallel Landau resonance

yields a relatively small cross-phase shift between electron temperature perturbation and

E × B velocity, which causes the difference between ions and electrons. The quasilinear

effects during the spreading due to the change of flux-surface-averaged profiles are interesting

issues to be studied in the future.

Our 3+1 GLF model is well benchmarked with other gyrokinetic (FULL) and gyrofluid

(GLF 3+0) code in the ITG simulations in the limit of β = 0. From the KBM simulations

in BOUT++, we find that the KBM has a smaller growth rate than that of ideal ballooning
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mode, which means the kinetic effect has stabilizing effect on the ballooning mode. The

global nonlinear β scan shows that the relative energy loss of an ELM increases when β and

pedestal height increase. The affected volume of an ELM is large when β is large. There is

more inverse cascade on the turbulence in the strongly unstable cases, where the energy loss

is large. But the inverse cascade is weak in the marginal unstable case, where an intermediate

mode number turbulence dominates. The difference of ions and electrons are also observed

in the KBM simulations. The ion drift resonance drives the KBM16,17 in the finite ion

temperature gradient (ηi) regime, which is below the threshold of ideal ballooning mode. The

KBM and the induced transport below the threshold of ideal ballooning-mode are important

to the rebuilding process of the pedestal after ELMs, and they need to be studied in the

future. The KBM turbulence may provide current relaxation and magnetic reconnection,

which approach the self-consistent gyrofluid simulation without artificial hyper-resistivity in

the future.
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